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In 1965, L.A.Aadeh introduced the notion of Fuzzy set which deals with the problem of uncertainty in real physical world, since then its application have been grown rapidly in many disciplines.

Fuzzy set theory provides us with a frame work which is wider than that of the classical set therapy. Various mathematical structures whose features emphasize the effects of ordered structure can be developed on the theory.

Fuzzy matrix was defined first time by Thomson in 1977. The theories of fuzzy matrices were developed by kim and Roush as an extension of Boolean matrices [20]. Hemashina et al investigated iterates of fuzzy circu late matrices.

A fuzzy matrix is a matrix with elements having values in the closed interval $[0,1]$.

We deal with many properties of a fuzzy matrix, such as reflexive, reflexive, transitive, nilpotent, regular and others can be extended to all its sections. We also deal with some properties of the sections of a fuzzy matrix do not extend to the original fuzzy matrix such as regularity property.

We also define some properties of a square fuzzy matrix, such as $\alpha$ irrelative, strongly reflexive and circularity, and examine it throughout our results.

Here we also with a concept of trace of a fuzzy matrix has also been investigated in terms of the newly introduced method of fuzzy matrix representation.

Further some of the properties of trace of fuzzy matrix according to the suggested definition have also been proposed.

In case of fuzzy matrices min or max operations are defined in order to get the resulting matrix as a fuzzy matrix, kandasamy [18].

This motivated us to study the notion of fuzzy matrices and sections of fuzzy matrix. In our work we discuss about basic operation of fuzzy matrix, sections of fuzzy matrix and new representation of fuzzy matrix using reference function.

Our dissertation is divided into five chapters. In first chapter we discuss preliminary definitions and needed results which are frequently used elsewhere in the dissertation. In second chapter we deal with some properties of fuzzy matrices. In third chapter we deal with some properties of section of fuzzy matrices. In fourth chapter 4 we deals with new type of representation of fuzzy matrices using reference functions. And fifth chapter contains information about the reference that where referred in making this dissertation.

## Preliminaries

In this section, we recall some basic definitions that are required for our work.

## Definition

Lex $X$ be a non empty set. A fuzzy set $\mu$ of the set $X$ is a function $\mu X \rightarrow[0,1]$.

## Example

$X=\{1,2,3,4,5\}$
$\mu(x)=1 / x$ for all $x \varepsilon X$

## Definition

The union two fuzzy sets $\lambda U \mu$ is a fuzzy subset of X defined as $(\lambda U \mu)(x))$ for every $x \varepsilon X$.

## Example

Let $X=\{0,1,2,3\}$ be the set.
The fuzzy sets are defined by

$$
\begin{aligned}
& \mu(X)=\left\{\begin{array}{lll}
0.1 & \text { ifx } & =0,1 \\
0.5 & \text { ifx } & =2 \\
0.3 & \text { ifx } & =3
\end{array}\right. \\
& \mu(x)=\left\{\begin{array}{lll}
0.6 & \text { ifx } & =0,1 \\
0.5 & \text { ifx } & =2 \\
0.2 & \text { ifx } & =3
\end{array}\right.
\end{aligned}
$$

Then $U \mu_{2}(x)=\max \left(\mu_{1}(x), \mu_{2}(x)\right)$

$$
= \begin{cases}0.6 & \text { ifx }=0,1 \\ 0.5 & \text { ifx }=2 \\ 0.3 & \text { ifx }=3\end{cases}
$$

## Definition

The intersection two fuzzy sets $\lambda$ and $\mu$ of set $x$, denoted by $\lambda \cap \mu$ is a fuzzy subset of $X$ defined as $(\lambda \cap \mu)(x)=\min (\lambda(x), \mu(x))$ every $x \varepsilon X$.

## Example

Let $X=\{0,1,2,3\}$ be the set.
The fuzzy sets are defined by

$$
\mu_{1}(X)= \begin{cases}0.1 & \text { ifx } \\ 0.5 & =0,1 \\ 0 . & =2 \\ 0.3 & \text { ifx }\end{cases}
$$

$$
\mu_{2}(x)= \begin{cases}0.6 & \text { if } x=0,1 \\ 0.5 & \text { ifx }=2 \\ 0.3 & \text { ifx }=3\end{cases}
$$

Then $U \mu_{1}(x) \cap \mu_{2}(x)=\min \left(\mu_{1}(x), \mu_{2}(x)\right)$

$$
= \begin{cases}0.1 & \text { ifx }=0,1 \\ 0.5 & \text { ifx }=2 \\ 0.2 & \text { ifx }=3\end{cases}
$$

## Definition

The complement of a fuzzy set $\mu$ of set $x$, denoted by $\mu^{c}$ and defined as $\mu^{c}(x)=1-\mu(x)$ for every $\mathrm{x} \varepsilon X$.

## Example

$$
X=\{0,1,2,3\}
$$

$$
\mu(x)=\left\{\begin{array}{l}
0.5 \\
0.2 \\
0.3
\end{array}\right.
$$

$$
\mu^{\mathrm{c}}(\mathrm{x})=\left\{\begin{array}{l}
0.5 \\
0.2 \\
0.3
\end{array}\right.
$$

## Definition

A rectangular array of numbers is called a matrix. The horizontal arrays a matrix are called its rows and the vertical arrays are called its columns. A
matrix having $m$ rows and $n$ columns is said to have the order mx n.

A matrix $A$ of order $m \times n$ can be represented in the following form:

$$
\left[\left(\begin{array}{ccc}
a_{11} & \cdots & a_{1 n} \\
\vdots & \ddots & \vdots \\
a_{1 n} & \cdots & a_{n n}
\end{array}\right)\right]
$$

## Example:

$$
A=\left[\begin{array}{ccc}
1 & 22 & 34 \\
72 & 67 & 92 \\
13 & 54 & 81
\end{array}\right]
$$

## Definition:

A square matrix $A=$ [aij] with aij $=$ $\left\{\begin{array}{ll}1 & \text { ifi }=j \\ 0 & \text { ifi } \neq j\end{array}\right.$ is called the identity matrix, denoted by In.

## Example:

$$
I_{n}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

## Definition

The transpose of an $m \times n$ matrix $A=\left[a_{i j}\right]$ is defined as the $n \times n$ matrixB $=\left[b_{i j}\right]$, with $\mathrm{b}_{\mathrm{ij}}=\mathrm{a}_{\mathrm{ji}}$ for 1 $\leq \mathrm{i} \leq \mathrm{m}$ and $\leq \mathrm{j} \leq \mathrm{n}$. the transpose of A is denoted by $\mathrm{A}^{\prime}$.

That is, by the transpose of an $m \times n$ matrix $A$, we mean a matrix of order $n \times m$ having the rows of A as its columns and the columns of A as its rows.

## Example

$$
\mathrm{A}=\left[\begin{array}{lll}
0.1 & 0 & 0.9
\end{array}\right]
$$

Then transpose is given by

$$
\mathrm{A}^{\mathrm{t}}=\left[\begin{array}{c}
0.1 \\
0 \\
0.9
\end{array}\right]
$$

## Definition

Let $A=\left[a_{i j}\right]$ and $B=\left[b_{i j}\right]$ be are two $m \times n$ matrices. Then the sum $A+B$ is defined to be the matrix $C=\left[c_{i j}\right]$ with $c_{i j}=a_{i j}+b_{i j}$.

## Example

$$
\begin{gathered}
B=\left[\begin{array}{lll}
4 & 1 & 7 \\
7 & 5 & 3
\end{array}\right] \\
B=\left[\begin{array}{lll}
5 & 6 & 7 \\
8 & 2 & 9
\end{array}\right] \\
\text { Then } A+B=\left[\begin{array}{lll}
5 & 6 & 7 \\
8 & 2 & 9
\end{array}\right]+\left[\begin{array}{lll}
4 & 1 & 7 \\
7 & 5 & 3
\end{array}\right] \\
=\left[\begin{array}{lll}
9 & 7 & 14 \\
15 & 7 & 13
\end{array}\right]
\end{gathered}
$$

## Definition

Let $A=\left[a_{i j}\right]$ be an $m \times n$ matrix and $B=\left[b_{i j}\right]$ be an nxr matrix. The product AB is a matrix $\mathrm{C}=\left[\mathrm{c}_{\mathrm{ij}}\right]$ of order mx r with

$$
\mathrm{C}_{\mathrm{ij}}=\sum_{\mathrm{k}}^{\mathrm{n}}=1 \mathrm{a}_{\mathrm{ik}} \mathrm{~b}_{\mathrm{kj}}=\mathrm{a}_{\mathrm{i} 1} \mathrm{~b}_{1 \mathrm{j}}+\mathrm{a}_{\mathrm{i} 2} \mathrm{~b}_{2 \mathrm{j}}+\ldots+\mathrm{a}_{\mathrm{in}} \mathrm{~b}_{\mathrm{nj}}
$$

## Example:

$$
\begin{aligned}
& A=\left[\begin{array}{lll}
1 & 2 & 3 \\
2 & 4 & 1
\end{array}\right] \\
& B=\left[\begin{array}{lll}
1 & 2 & 1 \\
0 & 0 & 3 \\
1 & 0 & 4
\end{array}\right] \\
& A B=\left[\begin{array}{lll}
1 & 2 & 3 \\
2 & 4 & 1
\end{array}\right]\left[\begin{array}{lll}
1 & 2 & 1 \\
0 & 0 & 3 \\
1 & 0 & 4
\end{array}\right]
\end{aligned}
$$

## Definition

The matrix $A$ is said to be row matrix if $A$ is of order Ixn.

## Example <br> $$
\mathrm{A}=\left[\begin{array}{lll} 1 & 0 & 9 \end{array}\right]
$$

## Definition

The matrix $A$ is said to be column matrix if $A$ is of order n xI.

## Example

The matrix A is said to be column matrix if A is of order n xI.

## Example

$$
A=\left[\begin{array}{l}
3 \\
1 \\
2
\end{array}\right]
$$

## Definition

The operation + is defined on $[0,1]$ by

$$
A+b=\max (a, b)
$$

Where $\mathrm{a}, \mathrm{b} \varepsilon[0,1]$.

## Example

Let $X=\{0,1,2,3\}$ be the set.

The fuzzy sets are defined by

$$
\begin{aligned}
& \mu_{1}(X)=\left\{\begin{array}{lll}
0.1 & \text { ifx } & =0,1 \\
0.5 & \text { ifx } & =2 \\
0.3 & \text { ifx } & =3
\end{array}\right. \\
& \mu_{2}(x)=\left\{\begin{array}{lll}
0.6 & \text { ifx } & =0,1 \\
0.5 & \text { ifx } & =2 \\
0.3 & \text { ifx } & =3
\end{array}\right.
\end{aligned}
$$

Then $\mu_{1}(x)+\mu_{2}(x)=\max \left(\mu_{1}(x)+\mu_{2}(x)\right)$

$$
= \begin{cases}0.6 & \text { ifx }=0,1 \\ 0.5 & \text { ifx }=2 \\ 0.2 & \text { ifx }=3\end{cases}
$$

## Definition

The operation is defined on $[0,1]$ by

$$
\mathrm{a} \cdot \mathrm{~b}=\min (\mathrm{a}, \mathrm{~b})
$$

where $\mathrm{a}, \mathrm{b} \varepsilon[0,1]$.

## Example

Let $X=\{0,1,2,3\}$ be the set.
The fuzzy sets are defined by

$$
\mu_{1}(X)= \begin{cases}0.1 & \text { ifx }=0,1 \\ 0.5 & \text { ifx }=2 \\ 0.3 & \text { ifx }=3\end{cases}
$$

$$
\mu_{2}(x)= \begin{cases}0.6 & \text { ifx }=0,1 \\ 0.5 & \text { ifx }=2 \\ 0.3 & \text { ifx }=3\end{cases}
$$

Then $\mu_{1}(x) \cdot \mu_{2}(x)=\min \left(\mu_{1}(x)+\mu_{2}(x)\right)$

$$
= \begin{cases}0.1 & \text { ifx }=0,1 \\ 0.5 & \text { ifx }=2 \\ 0.2 & \text { ifx }=3\end{cases}
$$

## Definition

The operation $\leftarrow$ is defined on $[0,1]$ by

$$
\mathrm{a} \leftarrow \mathrm{~b}=\left\{\begin{array}{lll}
0 & \text { ifa } & >\mathrm{b} \\
\mathrm{a} & \text { ifa } & \leq \mathrm{b}
\end{array}\right.
$$

Where $\mathrm{a}, \mathrm{b} \varepsilon[0,1]$.

## Example

Let $X=\{0,1,2,3\}$ be the set.
The fuzzy sets are defined by

$$
\begin{aligned}
& \mu_{1}(X)=\left\{\begin{array}{lll}
0.1 & \text { ifx } & =0,1 \\
0.5 & \text { ifx } & =2 \\
0.3 & \text { ifx } & =3
\end{array}\right. \\
& \mu_{2}(x)=\left\{\begin{array}{lll}
0.6 & \text { ifx } & =0,1 \\
0.5 & \text { ifx } & =2 \\
0.3 & \text { ifx } & =3
\end{array}\right.
\end{aligned}
$$

Then $\mu_{1}(x) \leftarrow \mu_{2}(x)=\left\{\begin{array}{lll}0 & \text { if } \mu_{1} & >\mu_{2} \\ \text { a } & \text { if } \mu_{1} & \leq \mu_{2}\end{array}\right.$

$$
= \begin{cases}0.1 & \text { ifx }=0,1 \\ 0.5 & \text { ifx }=2 \\ 0.2 & \text { ifx }=3\end{cases}
$$

## Definition

The operation - is defined on $[0,1]$ by

$$
\mathrm{a} \leftarrow \mathrm{~b}=\left\{\begin{array}{lll}
\mathrm{a} & \text { ifa } & >\mathrm{b} \\
0 & \text { ifa } & \leq \mathrm{b}
\end{array}\right.
$$

Where $\mathrm{a}, \mathrm{b} \varepsilon[0,1]$.

## Example

Let $X=\{0,1,2,3\}$ be the set.
The fuzzy sets are defined by

$$
\begin{aligned}
& \mu_{1}(X)=\left\{\begin{array}{lll}
0.1 & \text { ifx } & =0,1 \\
0.5 & \text { ifx } & =2 \\
0.3 & \text { ifx } & =3
\end{array}\right. \\
& \mu_{2}(x)=\left\{\begin{array}{lll}
0.6 & \text { ifx } & =0,1 \\
0.5 & \text { ifx } & =2 \\
0.3 & \text { ifx } & =3
\end{array}\right.
\end{aligned}
$$

Then $\mu_{1}(x) \leftarrow \mu_{2}(x)=\left\{\begin{array}{ccc}\mu_{1} & \text { if } \mu_{1} & >\mu_{2} \\ 0 & \text { if } \mu_{1} & \leq \mu_{2}\end{array}\right.$

$$
=\left\{\begin{array}{ccc}
0 & \text { if }=0,1 \\
0.5 & \text { ifx }=2 \\
0.3 & \text { ifx }=3
\end{array}\right.
$$

## Representation of Fuzzy Matrices based on

 Reference FunctionIn this chapter we discuss about the representation of fuzzy matrices based on reference function and finding trace of such matrices. This chapter is divided into two sections first section deals with representation of fuzzy matrices based on reference function and its operation and second deals with finding the trace of such matrices.

## Fuzzy Matrices Based on Reference Function and its Operations

In this section, we deal about representation of fuzzy matrices based on reference function and its operation.

## Definition

Let $\mathrm{A}=\left(\mu_{\mathrm{ij}}\right)$ be the given fuzzy matrix. Then A can be represented using the reference function by

$$
\mathrm{A}=\left(\mu_{\mathrm{ij}}, 0\right)
$$

Or
$\mathrm{A}=\left(\mu_{\mathrm{i} j}, 0\right)$ for all $\mathrm{i}, \mathrm{j}$

## Example

$\mathrm{A}=\left[\begin{array}{lll}(0.3-0) & (0.7-0) & (0.8-0) \\ (0.4-0) & (0.5-0) & (0.3-0) \\ (0.6-0) & (0.1-0) & (0.4-0)\end{array}\right]$
$\mathrm{A}=\left[\begin{array}{lll}(0.3,0) & (0.7,0) & (0.8,0) \\ (0.4,0) & (0.5,0) & (0.3,0) \\ (0.6,0) & (0.1,0) & (0.4,0)\end{array}\right]$

## Definition

Let A be the given fuzzy matrix represented by reference function. Then complement of A is given by

$$
A^{\mathrm{c}}=\left(1, \mu_{\mathrm{ij}}\right)
$$

or

$$
\mathrm{A}^{\mathrm{c}}=\left(1-\mu_{\mathrm{ij}}\right) \text { for all } \mathrm{i}, \mathrm{j} .
$$

## Example

$$
\mathrm{A}^{\mathrm{c}}=\left[\begin{array}{cccc}
(0.3-0) & (0.7-0) & (0.8-0) \\
(0.4-0) & (0.5-0) & (0.3-0) \\
(0.6-0) & (0.1-0) & (0.4-0)
\end{array}\right]
$$

Then $\mathrm{A}^{\mathrm{c}}$ is given by
or

$$
A^{\mathrm{c}}=\left[\begin{array}{lll}
(1,0.3) & (1,0.7) & (1,0.8) \\
(1,0.4) & (1,0.5) & (1,0.3) \\
(1,0.6) & (1,0.1) & (1,0.4)
\end{array}\right]
$$

## Definition

Let $\mathrm{A}\left(\mu_{\mathrm{ij}}\right)$ and $\mathrm{B}=\left(\sigma_{\mathrm{ij}}\right)$ be two fuzzy matrices represented using reference function of order mx n . Then addition two matrices is defined by

$$
\mathrm{A}+\mathrm{B}=\left\{\max \left(\mu_{\mathrm{ij}}, \sigma_{\mathrm{ij}}\right), \min \left(\gamma_{\mathrm{ij}}, \gamma_{\mathrm{ij}}^{*}\right)\right\}
$$

Where
$\mu_{\mathrm{ij}}$ is membership values of matrix A and $\gamma_{\mathrm{ij}} \mathrm{represents}$ corresponding reference function.
$\sigma_{\mathrm{ij}}$ is membership values of matrix B and $\gamma_{\mathrm{ij}}$ represents corresponding reference function.

## Example

$$
\begin{aligned}
& \mathrm{A}=\left(\mu_{\mathrm{ij}}\right)=\left[\begin{array}{lll}
(0.3-0) & (0.7-0) & (0.8-0) \\
(0.4-0) & (0.5-0) & (0.3-0) \\
(0.6-0) & (0.1-0) & (0.4-0)
\end{array}\right] \\
& \mathrm{B}=\left(\sigma_{\mathrm{ij}}\right)=\left[\begin{array}{lll}
(1-0) & (0.2-0) & (0.3-0) \\
(0.8-0) & (0.5-0) & (0.2-0) \\
(0.5-0) & (1-0) & (0.8-0)
\end{array}\right] \\
& \mathrm{A}+\mathrm{B}=\mathbb{C}=\left(\beta_{\mathrm{ij}}\right) \\
& \beta_{11}=\left\{\max \left(\mu_{11}, \sigma_{11}\right), \min \left(\gamma_{11}, \gamma_{11}\right)\right\} \\
& =\{\max (0.3,1), \min (0,0)\} \\
& =(1,0)
\end{aligned}
$$

$$
\begin{aligned}
& \beta_{12}=\left\{\max \left(\mu_{12}, \sigma_{12}\right), \min \left(\gamma_{12}, \gamma_{12}\right)\right\} \\
&=\{\max (0.7,0.2), \min (0,0)\} \\
&=(0.7,0) \\
& \beta_{13}=\left\{\max \left(\mu_{13}, \sigma_{13}\right), \min \left(\gamma_{13}, \gamma_{13}^{\prime}\right)\right\} \\
&=\{\max (0.8,0.3), \min (0,0)\} \\
&=(0.8,0) \\
& \beta_{21}=\left\{\max \left(\mu_{21}, \sigma_{21}\right), \min \left(\gamma_{21}, \gamma_{21}^{\prime}\right)\right\} \\
&=\{\max (0.4,0.8), \min (0,0)\} \\
&=(0.8,0) \\
& \beta_{22}=\left\{\max \left(\mu_{22}, \sigma_{22}\right), \min \left(\gamma_{22}, \gamma_{22}^{\prime}\right)\right\} \\
&=\{\max (0.5,0.5), \min (0,0)\} \\
&=(0.5,0) \\
& \beta_{23}=\left\{\max \left(\mu_{23}, \sigma_{23}\right), \min \left(\gamma_{23}, \gamma_{23}^{\prime}\right)\right\} \\
&=\{\max (0.3,0.2), \min (0,0)\} \\
&=(0.3,0) \\
& \beta_{31}=\left\{\max \left(\mu_{31}, \sigma_{31}\right), \min \left(\gamma_{31}, \gamma_{31}^{\prime}\right)\right\} \\
&=\{\max (0.5,0.6), \min (0,0)\} \\
&=(0.6,0) \\
& \beta_{32}=\left\{\max \left(\mu_{32}, \sigma_{32}\right), \min \left(\gamma_{32}, \gamma_{32}^{\prime}\right)\right\} \\
&=\{\max (0.1,1), \min (0,0)\} \\
&=(1,0) \\
& \beta_{33}=\left\{\max \left(\mu_{33}, \sigma_{33}\right), \min \left(\gamma_{33}, \gamma_{33}^{\prime}\right)\right\} \\
&=\{\max (0.4,0.8), \min (0,0)\} \\
&=(0.8,0) \\
& \mathrm{A}+\mathrm{B}=\left[\begin{array}{ll}
(1-0) & (0.2-0) \\
(0.8-0) & (0.5-0) \\
(0.5-0) & (1-0) \\
(0.2-0) \\
(0.8-0)
\end{array}\right]
\end{aligned}
$$

## Example:

$$
\begin{aligned}
& \mathrm{A}^{\mathrm{c}}=\left(\mu_{\mathrm{ij}}\right) \\
& =\left[\begin{array}{lll}
(1-0.3) & (1-0.7) & (1-0.8) \\
(1-0.4) & (1-0.5) & (1-0.3) \\
(1-0.6) & (1-0.1) & (1-0.4)
\end{array}\right] \\
& \mathrm{B}^{\mathrm{c}}=\left(\sigma_{\mathrm{ij}}\right)= \\
& {\left[\begin{array}{lll}
(1-1) & (1-0.2) & (1-0.3) \\
(1-0.8) & (1-0.5) & (1-0.2) \\
(1-0.5) & (1-1) & (1-0.8)
\end{array}\right]}
\end{aligned}
$$

$A^{c}+B^{c}=\mathbb{C}^{c}=\left(\beta_{i j}\right)$

$$
\begin{aligned}
\beta_{11} & =\left\{\max \left(\mu_{11}, \sigma_{11}\right), \min \left(\gamma_{11}, \gamma_{11}\right)\right\} \\
& =\{\max (0.3,1), \min (1,1)\} \\
& =(1,1)
\end{aligned}
$$

$\beta_{12}=\left\{\max \left(\mu_{12}, \sigma_{12}\right), \min \left(\gamma_{12}, \gamma_{12}\right)\right\}$
$=\{\max (0.7,0.2), \min (1,1)\}$
$=(1,0.7)$
$\beta_{13}=\left\{\max \left(\mu_{13}, \sigma_{13}\right), \min \left(\gamma_{13}, \gamma_{13}\right)\right\}$
$=\{\max (0.8,0.3), \min (1,1)\}$
$=(1,0.8)$
$\beta_{21}=\left\{\max \left(\mu_{21}, \sigma_{21}\right), \min \left(\gamma_{21}, \gamma_{21}\right)\right\}$
$=\{\max (0.4,0.8), \min (1,1)\}$
$=(1,0.8)$
$\beta_{22}=\left\{\max \left(\mu_{22}, \sigma_{22}\right), \min \left(\gamma_{22}, \gamma_{22}\right)\right\}$
$=\{\max (0.5,0.5), \min (1,1)\}$
$=(1,0.5)$
$\beta_{23}=\left\{\max \left(\mu_{23}, \sigma_{23}\right), \min \left(\gamma_{23}, \gamma_{23}\right)\right\}$
$=\{\max (0.3,0.2), \min (1,1)\}$
$=(1,0.3)$
$\beta_{31}=\left\{\max \left(\mu_{31}, \sigma_{31}\right), \min \left(\gamma_{31}, \gamma_{31}\right)\right\}$
$=\{\max (0.5,0.6), \min (0,0)\}$
$=(1,0.6)$
$\beta_{32}=\left\{\max \left(\mu_{32}, \sigma_{32}\right), \min \left(\gamma_{32}, \gamma_{32}\right)\right\}$
$=\{\max (0.1,1), \min (1,1)\}$
$=(1,1)$
$\beta_{33}=\left\{\max \left(\mu_{33}, \sigma_{33}\right), \min \left(\gamma_{33}, \gamma_{33}\right)\right\}$
$=\{\max (0.4,0.8), \min (1,1)\}$
$=(1,0.8)$
$A+B=\left[\begin{array}{lll}(1-1) & (1-0.7) & (1-0.8) \\ (1-0.8) & (1-0.5) & (1-0.3) \\ (1-0.6) & (1-1) & (1-0.8)\end{array}\right]$

## Definition

Let $\mathrm{A}=\left(\mu_{\mathrm{ij}}\right)$ and $\mathrm{B}=\left(\sigma_{\mathrm{ij}}\right)$ be two fuzzy matrices represented using reference function of order $\mathrm{m} \times \mathrm{n}$ and $\mathrm{n} x \mathrm{~m}$ respectively. Then multiplication two matrices is defined by
$\mathrm{A} . \mathrm{B}=\left\{\max \min \left(\mu_{\mathrm{ij}}, \sigma_{\mathrm{ij}}\right), \min \max \left(\gamma_{\mathrm{ij}}, \gamma_{\mathrm{ij}}\right)\right\}$

## Example

$\mathrm{A}=\left(\mu_{\mathrm{ij}}\right)=\left[\begin{array}{ll}(0.1-0) & (0.3-0) \\ (0.5-0) & (0.7-0)\end{array}\right]$
$\mathrm{B}=\left(\sigma_{\mathrm{ij}}\right)=\gamma_{\mathrm{ij}}$
A.B $=\left[\begin{array}{ll}(0.1-0) & (0.3-0) \\ (0.5-0) & (0.7-0)\end{array}\right]$
$\left[\begin{array}{ll}(0.5-0) & (0.2-0) \\ (0.7-0) & (0.8-0)\end{array}\right]$
$=\left(\beta_{\mathrm{ij}}\right)$
$\beta_{11}=\left\{\max \min \left(\mu_{11}, \sigma_{11}\right), \min \max \left(\gamma_{11}, \gamma_{11}\right)\right\}$
$=\{\max [\min (0.1,0.5), \min (0.3,0.7)], \min [\max$
$(0,0), \max (0,0)\}$
$=(0.3,0)$
$\beta_{12}=\left\{\max \min \left(\mu_{12}, \sigma_{12}\right), \min \max \left(\gamma_{12}, \gamma_{12}\right)\right\}$
$=\{\max [\min (0.1,0.2), \min (0.3,0.8)], \min [\max$ $(0,0), \max (0,0)\}$
$=(0.3,0)$
$\beta_{21}=\left\{\max \min \left(\mu_{21}, \sigma_{21}\right), \min \max \left(\gamma_{21}, \gamma_{21}\right)\right\}$
$=\{\max [\min (0.5,0.5), \min (0.7,0.7)], \min [\max$ $(0,0), \max (0,0)\}$
$=(0.7,0)$
$\beta_{22}=\left\{\max \min \left(\mu_{11}, \sigma_{11}\right), \min \max \left(\gamma_{11}, \gamma_{11}\right)\right\}$
$=\{\max [\min (0.5,0.5), \min (0.7,0.8)], \min [\max$ $(0,0), \max (0,0)\}$
$=(0.7,0)$
$A . B=\left[\begin{array}{ll}(0.3-0) & (0.3-0) \\ (0.7-0) & (0.7-0)\end{array}\right]$

## Example

$$
\begin{aligned}
& \mathrm{A}=\left[\begin{array}{ll}
(0.1-0) & (0.3-0) \\
(0.5-0) & (0.7-0)
\end{array}\right] \\
& \mathrm{B}=\left[\begin{array}{ll}
(0.5-0) & (0.2-0) \\
(0.7-0) & (0.8-0)
\end{array}\right]
\end{aligned}
$$

Then
$A^{\mathrm{c}}=\left(\mu_{\mathrm{ij}}\right) \quad=\left[\begin{array}{ll}(1-0.1) & (1-0.3) \\ (1-0.5) & (1-0.7)\end{array}\right]$

$$
\begin{aligned}
& B^{\mathrm{c}}=\left(\sigma_{\mathrm{ij}}\right) \quad=\left[\begin{array}{ll}
(1-0.5) & (1-0.2) \\
(1-0.7) & (1-0.8)
\end{array}\right] \\
& \mathrm{A}^{\mathrm{c}} \cdot \mathrm{~B}^{\mathrm{c}} \quad=\left[\begin{array}{ll}
(1-0.1) & (1-0.3) \\
(1-0.5) & (1-0.7)
\end{array}\right] \\
& {\left[\begin{array}{ll}
(1-0.5) & (1-0.2) \\
(1-0.7) & (1-0.8)
\end{array}\right]} \\
& =\left[\begin{array}{ll}
(1-0.5) & (1-0.2) \\
(1-0.5) & (1-0.5)
\end{array}\right]
\end{aligned}
$$

## Example

Let $\mathrm{A}, \mathrm{B}, \mathbb{C}$ be three fuzzy matrices of order m $\mathrm{x} \mathrm{n}, \mathrm{n} \times \mathrm{p}, \mathrm{p} \times \mathrm{q}$ respectively, then multiplication of fuzzy matrices is associative if conformability is assured

$$
\text { A. (B } \mathbb{C})=(\mathrm{AB}) \cdot \mathbb{C}
$$

The same result hold for complementation fuzzy matrices

$$
\mathrm{A}^{\mathrm{c}} \cdot\left(\mathrm{~B}^{\mathrm{c}} \cdot \mathbb{C}^{\mathrm{c}}\right)=\left(\mathrm{A}^{\mathrm{c}} \cdot \mathrm{~B}^{\mathrm{c}}\right), \mathbb{C}^{\mathrm{c}}
$$

## Example

$$
\begin{aligned}
& \mathrm{A}=\left[\begin{array}{ll}
(0.1-0) & (0.3-0) \\
(0.5-0) & (0.7-0)
\end{array}\right] \\
& \mathrm{B}=\left[\begin{array}{ll}
(0.5-0) & (0.2-0) \\
(0.7-0) & (0.8-0)
\end{array}\right] \\
& \mathbb{C}=\left[\begin{array}{ll}
(0.1-0) & (0.3-0) \\
(0.5-0) & (0.7-0)
\end{array}\right]
\end{aligned}
$$

Then

$$
\begin{aligned}
& A^{c}=\left[\begin{array}{ll}
(1-0.1) & (1-0.3) \\
(1-0.5) & (1-0.7)
\end{array}\right] \\
& B^{\mathrm{c}}=\left[\begin{array}{ll}
(1-0.5) & (1-0.3) \\
(1-0.7) & (1-0.7)
\end{array}\right] \\
& \mathbb{C}^{\mathrm{c}}=\left[\begin{array}{ll}
(1-0.1) & (1-1) \\
(1-0.9) & (1-0.6)
\end{array}\right]
\end{aligned}
$$

Then

$$
\begin{array}{cc}
\mathrm{A}^{\mathrm{c}} \cdot \mathrm{~B}^{\mathrm{c}} & = \\
{\left[\begin{array}{cc}
(1-0.5) & (1-0.2) \\
(1-0.5) & (1-0.5)
\end{array}\right]}
\end{array}
$$

$$
\begin{aligned}
& \mathrm{A}^{\mathrm{c}} \cdot\left(\mathrm{~B}^{\mathrm{c}} \cdot \mathbb{C}^{\mathrm{c}}\right)=\left[\begin{array}{ll}
(1-0.5) & (1-0.6) \\
(1-0.5) & (1-0.6)
\end{array}\right] \\
& \left(\mathrm{A}^{\mathrm{c}} \cdot \mathrm{~B}^{\mathrm{c}}\right) \mathbb{C}^{\mathrm{c}}=\left[\begin{array}{ll}
(1-0.5) & (1-0.6) \\
(1-0.5) & (1-0.6)
\end{array}\right]
\end{aligned}
$$

Therefore, $\mathrm{A}^{\mathrm{c}} \cdot\left(\mathrm{B}^{\mathrm{c}} \cdot \mathbb{C}^{\mathrm{c}}\right)=\left(\mathrm{A}^{\mathrm{c}} \cdot \mathrm{B}^{\mathrm{c}}\right) \mathbb{C}^{\mathrm{c}}$

## Properties

Let A, B, $\mathbb{C}$ be three fuzzy matrices of order $m$ $\mathrm{x} n, \mathrm{n} \times \mathrm{p}, \mathrm{n} \times \mathrm{q}$ respectively. Then multiplication of fuzzy matrices in distributive with respect to addition of fuzzy matrices.

$$
\mathrm{A} \cdot(\mathrm{~B}+\mathbb{C})=\mathrm{A} \cdot \mathrm{~B}+\mathrm{A} \cdot \mathbb{C}
$$

The same result hold for complementation fuzzy matrices

$$
A^{c} \cdot\left(B^{c}+\mathbb{C}^{c}\right)=A^{c} \cdot B^{c}+A^{c} \cdot \mathbb{C}^{c}
$$

## Properties

Let A, B, $\mathbb{C}$ be three fuzzy matrices of order $m$ $\mathrm{x} \mathrm{n}, \mathrm{n} \times \mathrm{p}, \mathrm{n} \times \mathrm{q}$ respectively, then multiplication of fuzzy matrices is not always commutative.

$$
\text { A. B } \neq \mathrm{B} . \mathrm{A}
$$

The same result hold for complementation fuzzy matrices

## Example

$$
\begin{aligned}
& A=\left[\begin{array}{ll}
(0.1-0) & (0.3-0) \\
(0.5-0) & (0.7-0)
\end{array}\right] \\
& B=\left[\begin{array}{ll}
(0.5-0) & (0.2-0) \\
(0.7-0) & (0.8-0)
\end{array}\right]
\end{aligned}
$$

Then

$$
\begin{array}{ll}
\mathrm{A}^{\mathrm{c}} . \mathrm{B}^{\mathrm{c}} & =\left[\begin{array}{ll}
(1-0.5) & (1-0.2) \\
(1-0.5) & (1-0.5)
\end{array}\right] \\
\mathrm{B}^{\mathrm{c}} \cdot \mathrm{~A}^{\mathrm{c}} & =\left[\begin{array}{ll}
(1-0.5) & (1-0.5) \\
(1-0.7) & (1-0.7)
\end{array}\right]
\end{array}
$$

Therefore, $A^{c} . B^{c} \neq B^{c} . A^{c}$

## Trace of a Fuzzy Matrix

In this section, we discuss about the trace of fuzzy matrix.

## Definition

Let $\mathrm{A}=\left(\mu_{\mathrm{ij}}\right)$ be square matrix of order n . Then the trace of matrix A is denoted by $\operatorname{tr} \mathrm{A}$ and is defined by

$$
\operatorname{tr} \mathrm{A}=\left(\max \mu_{\mathrm{ij}} \min \gamma_{\mathrm{ij}}\right)
$$

## Example

$$
\begin{aligned}
& \quad \mathrm{A}=\left(\mu_{\mathrm{ij}}\right)=\text { Then trace } \mathrm{A} \text { is given by } \\
& \operatorname{trA}=\left(\max \mu_{\mathrm{ij}}, \min \gamma_{\mathrm{ij}}\right) \\
& = \\
& =(\max (0.3,0.5,0.4), \min (0,0,0)) \\
& =(0.5,0)
\end{aligned}
$$

## Theorem

Let Aand B be two fuzzy square matrices each of order $n$ and $\lambda$ be any scalar such that $0 \leq \lambda \leq 1$, then
(i) $\operatorname{tr}(\mathrm{A}+\mathrm{B})=\operatorname{tr} \mathrm{A}+\operatorname{tr} \mathrm{B}$
(ii) $\operatorname{tr}(\lambda A)=\lambda \operatorname{tr}(\mathrm{A})$.
(iii) $\operatorname{trA}=\operatorname{tr} \mathrm{A}^{\prime}$. where A is the transpose of A .

## Proof

Let $\mathrm{A}=\left(\mu_{\mathrm{ij}}\right)$ and $\mathrm{B}=\left(\sigma_{\mathrm{ij}}\right)$ be two fuzzy matrices of order $n$.
$\operatorname{trA}=\left\{\max \left(\mu_{\mathrm{ij}}\right), \min \left(\sigma_{\mathrm{ij}}\right)\right\}$ and
$\operatorname{trB}=\left\{\max \left(\sigma_{\mathrm{ij}}\right), \min \left(\gamma_{\mathrm{ij}}\right)\right\}$ and
Then, $\mathrm{A}+\mathrm{B}=\mathbb{C}$, where $\mathbb{C}=\left[\beta_{\mathrm{ij}}\right]$
$\beta_{\mathrm{ij}}=\left\{\max \left(\mu_{\mathrm{ij}}, \sigma_{\mathrm{ij}}\right), \min \left(\gamma_{\mathrm{ij}}, \gamma_{\mathrm{ij}}\right)\right.$
By definition of trace of a fuzzy matrix, we have $\operatorname{tr} \mathbb{C}=\left[\max \left\{\max \left(\mu_{\mathrm{ij}}, \sigma_{\mathrm{ij}}\right)\right\}, \min \left\{\min \left(\gamma_{\mathrm{ij}}, \gamma_{\mathrm{ij}}^{\prime}\right)\right\}\right]$
$=\left[\max \left\{\max \left(\mu_{\mathrm{ij}}\right), \max \left(\sigma_{\mathrm{ij}}\right)\right\}, \min \left\{\min \left(\left(\gamma_{\mathrm{ij}}\right)\right.\right.\right.$, $\left.\left.\min \left(\gamma_{\mathrm{ij}}^{\prime}\right)\right\}\right]$

$$
=\operatorname{trA}+\operatorname{trB}
$$

Conversely,
$\operatorname{trA}+\operatorname{trB}=\left[\max \left\{\max \left(\mu_{\mathrm{ij}}\right), \max \left(\sigma_{\mathrm{ij}}\right)\right\}, \min \right.$ $\left\{\min \left(\left(\gamma_{\mathrm{ij}}\right), \min \left(\gamma_{\mathrm{ij}}\right)\right\}\right]$

$$
\begin{aligned}
& =\left[\max \left\{\max \left(\mu_{\mathrm{ij}}, \sigma_{\mathrm{ij}}\right)\right\}, \min \left\{\min \left(\left(\gamma_{\mathrm{ij}}, \gamma_{\mathrm{ij}}\right)\right\}\right]\right. \\
& =\operatorname{tr} \mathbb{C}
\end{aligned}
$$

Therefore, $\operatorname{trA}+\operatorname{trB}=\operatorname{tr} \mathbb{C}$
(ii) $\operatorname{tr}(\lambda \mathrm{A})=\left\{\max \left(\lambda \mu_{\mathrm{ij}}\right), \min \left(\lambda \gamma_{\mathrm{ij}}\right)\right.$
$=\lambda\left\{\max \left(\mu_{\mathrm{ij}}\right), \min \left(\gamma_{\mathrm{ij}}\right)\right\}$
$=\lambda \operatorname{tr}(\mathrm{A})$
Therefore, $\operatorname{tr}(\lambda)=\lambda \operatorname{tr}(\mathrm{A})$.
(iii) $\operatorname{trA}=\left\{\max \left(\mu_{\mathrm{ij}}\right), \min \left(\gamma_{\mathrm{ij}}\right)\right\}$

Let A' be the transpose of A.
Then, $\operatorname{trA}=\left\{\max \left(\mu_{\mathrm{ij}}\right), \min \left(\gamma_{\mathrm{ij}}\right)\right\}$
Therefore, $\operatorname{trA}=\operatorname{trA}{ }^{\prime}$
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